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Directed fuzzing recently has gained significant attention due to its ability to reconstruct proof-of-concept
(PoC) test cases for target code such as buggy lines or functions. Surprisingly, however, there has been no
in-depth study on the way to properly evaluate directed fuzzers despite much progress in the field. In this
paper, we present the first systematic study on the evaluation of directed fuzzers. In particular, we analyze
common pitfalls in evaluating directed fuzzers with extensive experiments on five state-of-the-art tools, which
amount to 30 CPU-years of computational effort, in order to confirm that different choices made at each
step of the evaluation process can significantly impact the results. For example, we find that a small change
in the crash triage logic can substantially affect the measured performance of a directed fuzzer, while the
majority of the papers we studied do not fully disclose their crash triage scripts. We argue that disclosing
the whole evaluation process is essential for reproducing research and facilitating future work in the field
of directed fuzzing. In addition, our study reveals that several common evaluation practices in the current
directed fuzzing literature can mislead the overall assessments. Thus, we identify such mistakes in previous
papers and propose guidelines for evaluating directed fuzzers.
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1 INTRODUCTION

Directed grey-box fuzzing [Böhme et al. 2017] (directed fuzzing in short) has recently gained
significant interest in software testing. While traditional (undirected) fuzzing tries to test every
part of a program to maximize the number of bugs found, directed fuzzing aims at quickly testing
a specific part of the program given by the user. Such a capability of directed fuzzing has been
demonstrated in various applications such as testing recently modified code, reproducing crash
reports, as well as verifying static analysis alarms.
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While various approaches have been proposed to improve the effectiveness of directed fuzzing
[Böhme et al. 2017; Canakci et al. 2022; Chen et al. 2018; Du et al. 2022; Huang et al. 2022; Kim
et al. 2023b; Lee et al. 2021; Luo et al. 2023; Meng et al. 2022; Nguyen et al. 2020; Österlund et al.
2020; Shah et al. 2022; Srivastava et al. 2022; Zong et al. 2020], there has been less interest in how to
properly evaluate directed fuzzers. Although Klees et al. [2018] explored the problems in evaluating
undirected fuzzers, such as the impact of initial seed corpus and timeout parameters, we find that
there remain many open questions in evaluating directed fuzzers. Evaluating directed fuzzers poses
unique challenges in that (1) the fuzzer under evaluation must be provided with a specific goal, and
(2) one should be able to quantitatively measure how well the fuzzer achieves the goal.

Though one of the main practice for evaluating directed fuzzing is to reproduce a known bug,
there exist ambiguities in specifying the target bug. For instance, previous work often specified
the target bug with a CVE ID, but this could be an ambiguous specification because CVEs may
not come with explicit buggy line information. Hence, it is difficult to know what is the expected
buggy behavior to trigger for a given CVE, and which part of the code is associated with the CVE.
Depending on the interpretation of the CVE, one may set a slightly different target for the fuzzers,
which can change the evaluation result significantly. Previous work has largely overlooked this
problem and does not explicitly reveal the target source line(s) used in the experiment.
Another issue arises when we try to measure the performance of fuzzers in reproducing the

target bug. That is, it is not trivial to determine whether the fuzzers have found a crash that
corresponds to the target bug. This process is often referred to as crash triage. Klees et al. [2018]
recommend triaging crashes based on the patch that fixes the target bug. For instance, if a crash
detected by the fuzzer disappears after applying the corresponding patch, we consider the fuzzer
has found the target bug. On the other hand, another popular method is to use a sanitizer (such
as AddressSanitizer [Serebryany et al. 2012]) to triage the crashes. For instance, one can check if
the sanitizer report contains the crash location detected by the fuzzer. However, our study reveals
that there are subtle issues in both methods, which can significantly affect the evaluation results
according to our experiments.

In addition, previous work often overlooks the static analysis time despite its impact on overall
performance evaluations of the fuzzers. In directed fuzzing, static analysis is often used to provide
better guidance for the fuzzers. However, static analysis may be computationally expensive, some-
times even more expensive than the fuzzing itself. With our experiment, we show that the static
analysis time can significantly affect the overall performance.

Lastly, there has been no systematic study on the impact of the repetition count and the appro-
priate use of statistical tests in directed fuzzing evaluation. Our experiment indicates that repetition
counts adopted in previous work are often too small to effectively mitigate the intense randomness
of directed fuzzing. Moreover, we highlight that the Mann-Whitney U test (a.k.a.MWU test) [Mann
andWhitney 1947], which is commonly used in evaluating fuzzers, cannot account for the timed-out

cases in directed fuzzing. Instead, we suggest that the standards from survival analysis should be
employed more widely when interpreting the result of repeated runs with directed fuzzers.
In this paper, we identify common ambiguities and pitfalls in each step of directed fuzzing

evaluation: target specification, triage method, static analysis, repetition of fuzzing, and statistical
tests. We not only survey the previous work but demonstrate that these concerns are real threats in
real-world fuzzing evaluations through our concrete experiments. Our experiments were conducted
with 5 state-of-the-art directed fuzzers on a benchmark of 12 real-world bugs, scaling up to a total
volume of 30 CPU-years. In particular, we tested the fuzzers with varying target lines for the same
CVEs and with different crash triage methods. We also measured the static analysis time to study
its impact on the overall performance of fuzzers. Furthermore, we tested different repetition counts

Proc. ACM Softw. Eng., Vol. 1, No. FSE, Article 15. Publication date: July 2024.



Evaluating Directed Fuzzers: Are We Heading in the Right Direction? 15:3

Algorithm 1: Evaluating Directed Fuzzer

input : fuzzing algorithm �DII, program % , timeout Timeout,

target bug ) , // Problem P1 in §4

crash triage method Triage, // Problem P2 in §5

pre-processing algorithm Preproc, // Problem P3 in §6

number of repetitions Reps, // Problem P4 in §7.1

output : statistical number on the Time-To-Exposure (TTE) of target )

1 % ′ ← Preproc(% , ) )

2 ))�B ← [ ] // List of measured TTEs

3 for 8 ← 1 to Reps do

4 Crashes← �DII(% ′, Timeout)

5 ))� ← ComputeTTE (Crashes, Triage) // Shortest time to exposure

6 ))�B .insert())�)

7 return StatCalc(TTEs) // Problem P5 in §7.2

and tried different statistical tests to investigate how the evaluation results are affected by these
choices.
Our contributions are summarized as follows:

• We identify common ambiguities and pitfalls in evaluating directed fuzzers including target
specification, triage process, static analysis time, repetition count, and statistical analysis.
• We propose constructive guidelines to handle the issues for conducting transparent and repro-
ducible evaluations.
• Our extensive experiments (30 CPU-year volume) demonstrate that the concerns above are
realistic threats in directed fuzzing evaluation. We faithfully open-source the artifacts for our
experiments [Kim et al. 2024].

2 EVALUATION OF DIRECTED FUZZING

In this section, we first present a generalized algorithm to evaluate the performance of directed
fuzzers. We then introduce several issues that can arise in evaluating directed fuzzers.

2.1 Evaluation Algorithm

At a high level, directed fuzzing is a process of generating test cases that can reach a specific
target location in a program and eventually trigger a bug in that location. For brevity, we assume
that a single location is given to the fuzzer, but our study is generally applicable to multi-target
cases. Our primary focus is on grey-box fuzzing because it is the most widely used approach today.
Nevertheless, we believe our findings and discussions are also applicable to other approaches such
as black-box [Wang et al. 2010] or white-box [Christakis et al. 2016] fuzzing, as our study does not
make any assumption about the internals of directed fuzzing methodology.

While existing directed fuzzers employ different techniques to guide the fuzzing process, we can
define a generalized process to evaluate their performance as they share the same goal: reaching a
target location and triggering a bug in that location. Algorithm 1 describes the common process for
evaluating a directed fuzzer. The algorithm takes in seven parameters as input: a fuzzing algorithm
�DII, a program % , a timeout Timeout, a target bug) , a crash triage method Triage, a preprocessing
algorithm Preproc, and the number of repetitions Reps.
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Using these parameters, the algorithm evaluates the effectiveness of the given fuzzing algorithm
�DII based on the time required to expose the target bug, which is often referred to as Time-To-

Exposure or TTE. A fuzzer with a shorter TTE is deemed more effective in reproducing the target
bug. If we are to evaluate the effectiveness of undirected fuzzers, there are various metrics that
have to be considered together, such as code coverage, number of unique bugs found, and the
severity of the found bugs. However, note that the evaluation of directed fuzzer is always performed
with regard to a specific target bug. Therefore, TTE is the most direct metric for measuring the
effectiveness of a directed fuzzer in terms of finding the targeted bug.
In Line 1, the fuzzer performs a preprocessing step for the program under test. This step may

involve a simple instrumentation for runtime feedback or a detailed static analysis for better
guidance. The instrumented program is then used in Line 4 to perform directed fuzzing until the
timeout Timeout is reached. After the fuzzing phase, we classify the discovered crashes with the
provided triage method (Triage) and compute the TTE of the target bug in Line 5. This process is
repeated Reps times (Line 3), and finally, the algorithm returns the effectiveness of the fuzzer in the
form of statistical numbers, such as the median of TTEs and the p-value of a statistical test (Line 7).
Note that most of the statistical tests are performed with the TTEs of two fuzzers to compare, not
over the TTEs of a single fuzzer. We omitted this detail in our algorithm for simplicity.

One may adapt this algorithm to evaluate directed fuzzers in terms of the time to reach a target
location, often dubbed Time-To-Reach or TTR, instead of the time to expose a target bug. Although
our algorithm is applicable to such scenarios, we focus on evaluating the effectiveness of directed
fuzzers in terms of TTE, as it is the primary metric used in most directed fuzzing papers.

Despite the simplicity of Algorithm 1, we find several critical issues in the evaluation of directed
fuzzers, marked as P1 – P5 in the algorithm. We outline the pitfalls of directed fuzzing evaluation
in §2.2 and discuss them thoroughly in the following sections.

2.2 Issues in Evaluating Directed Fuzzers

We now introduce several issues that can arise in evaluating directed fuzzing. We reviewed 14
directed fuzzing papers recently published in security or software engineering venues and investi-
gated how they handled these issues. Table 1 summarizes several key aspects of their tools and the
way they evaluated their tools, such as the open-sourcing status, benchmark selection, specification
of the target line, triage method, static analysis time, repetition count, and the choice of statistical
test method. In the rest of the paper, we identify and discuss the following five problems that can
significantly affect the evaluation results.

P1 We observe that a target bug () ) to the fuzzer (Line 1 in Algorithm 1) is often not clearly
specified. While most of the existing directed fuzzers take in buggy line number(s) as input, many
existing papers simply report the CVE IDs used in their experiments without further details.
Unfortunately, it is not always straightforward to identify the buggy location of a program from
the CVE description [MITRE 2023]. Despite such an issue, many papers do not explicitly specify the
target lines used in their experiments, as indicated in Table 1. We further investigate this problem
in §4.

P2 We find that crash triage is often not discussed in detail, although it can significantly affect the
measured TTE. After a fuzzing campaign, one should triage the found crashes (Line 5 in Algorithm 1)
to determine whether the targeted bug was found. A common approach is sanitizer-based triage,
which uses a sanitizer such as AddressSanitizer [Serebryany et al. 2012] (a.k.a. ASAN) to obtain the
type and location of the crash. This allows us to check whether the expected type of bug occurred
in the expected location. However, writing a concrete logic for such checks is error-prone and
requires a deep understanding of the target bug. For instance, if the target bug can raise crashes
in multiple locations, the triage logic must accept all such locations. Another popular method
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is patch-based triage, which replays each found crash on a patched version of the program that
no longer contains the target bug. If the patched program gracefully exits, we can classify the
crash as the target bug. Unfortunately, obtaining a patch that precisely fixes the target bug can be
challenging. Alternatively, there is assertion-based triage, which inserts an explicit assertion that
checks whether the target bug occurred. If an input makes the assertion fail, we consider that the
input has triggered the target bug. While it may appear simple, formulating concrete logic for the
assertion also requires a careful investigation on the target bug. According to our observation, such
pitfalls are largely overlooked in previous papers. Only 9 out of 14 papers specify the type of the
crash triage method used in their experiments. Moreover, only 5 of them provide enough details
about the triage process required to reproduce the experiment [Canakci et al. 2022; Kim et al. 2023b;
Nguyen et al. 2020; Shah et al. 2022; Srivastava et al. 2022]. In §5, we provide an in-depth discussion
of these pitfalls and show that a small mistake can significantly change the measured TTEs.

P3 We find that the static analysis time is often not considered in the measured TTE. Although
many directed fuzzers perform static analysis in the preprocessing step (Line 1 in Algorithm 1),
the time required for static analysis is often not included when comparing the TTEs, or not even
reported in most cases. Unfortunately, our study shows that the static analysis time can have a
significant impact on the measured TTE. In §6, we discuss the importance of considering the static
analysis time and show its impact on the TTE.

P4 We find that the number of repetitions is often too small. Due to the random nature of
fuzzing, it is well-known that fuzzing experiments must be repeated multiple times [Klees et al.
2018]. Accordingly, directed fuzzing papers repeat the fuzzing phase multiple times to mitigate the
randomness of fuzzing (Line 3 in Algorithm 1). However, our study reveals that directed fuzzing
evaluation requires a larger number of repetitions than normally expected by the researcher. In
§7.1, we elaborate on this problem and provide guidelines for performing repeated experiments.

P5 We find that the current practice of statistical tests is often not appropriate for directed
fuzzing. Directed fuzzing papers typically report (1) the median of TTE measured over repeated
runs and (2) the p-value obtained from the MWU test (Line 7 in Algorithm 1) to report the result
obtained from the repeated experiments. However, our study reveals that the MWU test is not
appropriate for directed fuzzing, as directed fuzzers often fail to find the target bug within the
given time limit. Additionally, we demonstrate that the result of the MWU test may mislead the
readers in certain cases. In §7.2, we elaborate on this problem and provide guidelines for analyzing
repeated experiments.

In summary, we found that the above issues are often not clearly discussed in the previous work.
This poses a hurdle in identifying the exact settings for the evaluation. In the following sections,
we demonstrate that these settings can change the evaluation results significantly.

3 EXPERIMENTAL SETUP

We conducted various experiments to show that the aforementioned issues are practical threats
to the directed fuzzing evaluation. In this section, we describe the experimental setup used in our
paper. The artifact of our experiment is available at Zenodo [Kim et al. 2024].

Fuzzers. We selected 5 open-sourced directed fuzzers for our experiment: AFLGo (commit b170fad),
Beacon (Docker image a09c8cb), WindRanger (Docker image 8614ceb), DAFL (commit
a6fcc56), and SelectFuzz (commit 9dea54f).

Target bugs. We used 12 target bugs from previous directed fuzzing papers, which are summarized
in Table 2. We first included 6 bugs from the binutils package, since they are widely used
in the papers we listed in Table 1. In addition, we added 6 more bugs that are shared by
DAFL, Beacon, and partially by SelectFuzz. By default, we reused the target lines from the
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Table 2. Our benchmark selection.

Package Prog. CVE Previous Work

Binutils cxxfilt

2016-4487 AFLGo, Beacon, WindRanger, Hawkeye, ParmeSan, DAFL, UAFuzz

2016-4489 AFLGo, Beacon, WindRanger, Hawkeye, ParmeSan, DAFL

2016-4490 AFLGo, Beacon, WindRanger, Hawkeye, ParmeSan, DAFL

2016-4491 AFLGo, Beacon, WindRanger, Hawkeye, ParmeSan, DAFL, SelectFuzz

2016-4492 AFLGo, Beacon, WindRanger, Hawkeye, ParmeSan, DAFL

2016-6131 AFLGo, Beacon, WindRanger, Hawkeye, ParmeSan, DAFL

Libming sw�ophp

2016-9827 Beacon, DAFL, SelectFuzz

2016-9829 Beacon, DAFL

2016-9831 Beacon, DAFL, CAFL

2017-9988 Beacon, DAFL

2017-11728 Beacon, DAFL, SelectFuzz

2017-11729 Beacon, DAFL

open-sourced artifact of DAFL [Kim et al. 2023a]. In §4, we also study the effect of using
different target lines.

Sanitizer. We disabled sanitizers when preprocessing target programs for the fuzzing session
because Beacon does not support programs instrumented with a sanitizer. However, we can
still use sanitizers when replaying the test cases and analyzing the found crashes.

Crash Triage. We utilized patch-based triage as our default triage method. In §5, we further
explore other triage methods.

Timeout & Repetitions. We repeated all the experiments 160 times, each with a timeout limit of
24 hours. In §7, we provide the justification for using such a large repetition number.

Machine Environment. Each run of fuzzing was performed in a Docker container assigned with
4GB of main memory and a single CPU core of Intel Xeon Gold 6226R (2.90 GHz).

Note that our objective is not to compare and rank the performance of the fuzzers. Instead,
we aim to find out challenges in the evaluation process by thoroughly investigating each target
bug. Therefore, we do not focus on using a comprehensive set of benchmarks. Despite the limited
scale of our benchmark, our experiments identify realistic threats to the validity of the evaluation,
indicating that such threats will persist with a larger benchmark.

4 TARGET SPECIFICATION

The first step of evaluating a directed fuzzer is to specify a target bug. In this section, we review
the current practice and discuss the issues involved in this step.

4.1 Current Practice: Reporting CVE ID

The most common practice in the literature is to report the CVE ID of a target bug used in the
experiment. While the CVE database provides useful information about the target bug—such as the
bug type, relevant function names, a patch, and even a PoC input for triggering the crash—it is
insufficient to decide which source line should be used as the target line for directed fuzzing.

This is mainly because a single CVE may be associated with multiple bugs that have different root
causes. For instance, CVE-2016-4492 [MITRE 2016c] in Figure 1 has two distinct crashing locations,
each of which is caused by a different root cause. In the provided code, get_count can return a
negative integer in n. However, the two call sites of get_count in the figure use the returned n as
an array index without checking its range, which leads to crashes at Line 9 and Line 14, respectively.
The developer’s patch [Böhme 2016b] adds a range check for n before Line 9 and Line 14, which also

Proc. ACM Softw. Eng., Vol. 1, No. FSE, Article 15. Publication date: July 2024.



15:8 Tae Eun Kim, Jaeseung Choi, Seongjae Im, Kihong Heo, and Sang Kil Cha

1 int do_type(struct work_stuff *work, char **mangled, ...) {

2 int n;

3 ...

4 switch (**mangled) {

5 ...

6 case 'T':

7 get_count (mangled, &n);

8 + if ( n < 0 ) break; // line added by patch

9 remembered_type = work->typevec[n]; // crash location 1

10 ...

11 case 'B':

12 get_count (mangled, &n);

13 + if ( n < 0 ) break; // line added by patch

14 string_append (result, work->btypevec[n]); // crash location 2

15 ...

16 }

17 }

Fig. 1. Simplified code and patch of CVE-2016-4492.

Table 3. Performance comparison of using different target lines for CVE-2016-4492.

Median TTE (s)

Target Location AFLGo Beacon WindRanger SelectFuzz DAFL

Line 9 373 333 2,460 432 787
Line 14 332 499 339 581 149

suggests that the two crashes are caused by different root causes. Nevertheless, these two crashes
are grouped under the same CVE ID and the PoC inputs from the original bug report [Böhme 2016]
also reproduce the crashes in both of the lines. Therefore, both lines can be considered as equally
valid target sites for CVE-2016-4492, according to the bug report.

One may wonder whether choosing one line over the other makes any meaningful difference.
While both lines reside in the same function and share conceptually similar code patterns, our
experiment demonstrates that the choice of a target line makes a significant difference when
evaluating directed fuzzers. Table 3 presents the median of TTEs computed over 160 repetitions,
with directed fuzzers given different target lines for CVE-2016-4492. The result indicates that
the performance significantly depends on which target line is used. For example, WindRanger
underperformed when Line 9 was used as the target line, but it demonstrated significantly better
performance when provided with Line 14 as input.
We believe that the ideal solution for this case is to split CVE-2016-4492 into two distinct bugs,

each having its own crashing location as the target line. Then we can use each of them separately
for directed fuzzing evaluation. It is understandable that the CVE maintainers may want to group
the two bugs under the same CVE ID for their convenience since they have similar code patterns.
From the perspective of directed fuzzing, however, the two lines should be treated as distinct bugs.

The case study of CVE-2016-4492 shows that each researcher can make different decisions during
the evaluation process if a CVE ID is the only available information about the target bug. Moreover,
such decisions make a significant difference in the evaluation result. Unfortunately, many directed
fuzzing papers only provide a CVE ID as the target bug description. Out of the 12 papers that used
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1 void string_appendn(string *p, char *s, int n) {

2 if (n != 0) {

3 string_need(p, n);

4 memcpy(p->p, s, n);

5 p->p += n;

6 }

7 }

8

9 int gnu_special(struct work_stuff *w, char **mangled, string *declp) {

10 ...

11 int n = consume_count(mangled); // returns -1 in n

12 + if (n == -1) break; // line added by patch

13 string_appendn(declp, *mangled, n);

14 ...

15 }

Fig. 2. Simplified code and patch of CVE-2016-4489.

Table 4. Performance comparison of using two different target lines for CVE-2016-4489.

Median TTE (s)

Target Location Beacon WindRanger SelectFuzz DAFL

Line 4 252 243 274 246
Line 13 248 98 154 222

CVEs in the experiment, 6 papers simply report the CVE IDs of their target bugs. Thus, there is no
guarantee that the experimental results of the previous work are consistent with each other.

4.2 Issues When Specifying Target Line

One natural solution is to explicitly provide a concrete target line, as shown in Table 3. However,
we still have to be careful when selecting a specific line for the directed fuzzer. Suppose that a
crashing line is given and various call contexts can reach this line. While some of these call contexts
are buggy, other contexts are not, thus irrelevant to the crash. Under this circumstance, two options
are available when choosing a target line. First, we can simply choose the final crashing line.
Alternatively, we can choose a line that appears in the stack trace of the crash, which may better
represent the context of the target bug.

A good example of such a case is CVE-2016-4489 [MITRE 2016a], which is presented in Figure 2.
This bug is triggered when gnu_special calls string_appendn with −1 as the argument n. The
crash occurs at Line 4 of string_appendn, which can be an obvious target line for directed fuzzers.
However, one may also note that string_appendn has eight call sites and Line 13 of gnu_special
is the only call site that passes an invalid value to the argument n and causes a crash. Moreover,
the developer’s patch [Böhme 2016a] also adds a graceful exit before Line 13 when n has the value
of −1. In this respect, Line 13 can be a target line that is more closely related to the root cause of
the bug.
To show the impact of this choice, we ran directed fuzzers with different target lines for CVE-

2016-4489. Note that despite the different target lines, we checked for the same crash, the crash
that occurs at Line 4. Table 4 summarizes the result. AFLGo is not included here because it failed
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to run when Line 4 was given as input1. Interestingly, the four fuzzers demonstrated comparable
performance with Line 4, the crashing line, being the target line, while WindRanger significantly
outperformed the other fuzzers with Line 13.

Our observation shows there can be multiple possible options for choosing a target line for a bug,
and different choices can lead to significantly different evaluation results. Particularly, choosing
the final crashing line is not always the best option because it may miss the context of the target
bug and mislead the directed fuzzers.

P1 Lessons learned. The current practice of using the CVE ID as the target specification
is ambiguous. Our experiment shows that such ambiguities can significantly impact the
evaluation results. Furthermore, it is nontrivial to choose the best target line for a bug in
practice. Therefore, we believe that it is crucial to publicly open the target lines used in the
evaluation so that the results can be reproduced and compared consistently.

5 CRASH TRIAGE

Crash triage in directed fuzzing is the process of determining whether a discovered crash is actually
the targeted bug or not. Since the performance of directed fuzzers is typically evaluated with the
TTE of the target bug, it is crucial to correctly identify the target bug. In this section, we explore the
current practice of crash triage in the literature and discuss the potential pitfalls of each method.

5.1 Current Practice 1: Sanitizer-based Triage

The most widely used method is to classify crashes by investigating the sanitizer log obtained
from each crash. A sanitizer log contains the crash location and the stack trace. Most of the CVEs
previously used in directed fuzzing evaluation are reported with a sanitizer log of a crash, which
can be used as a reference. By comparing it with the log of a crash found during fuzzing, we can
determine if the found crash is the targeted bug.

However, there are several possible choices when comparing two sanitizer logs. We can simply
compare the entire stack traces to decide if the two crashes are the same. Alternatively, we can
compare the crashing lines only, without considering the call contexts. The former can be too strict
and prone to false negatives when the target bug can raise crashes with different stack traces. The
latter can be too permissive and result in false positives because different bugs with distinct root
causes can share the same crashing line.
Moreover, the sanitizer log from the bug report may not provide comprehensive information

about the target bug. For example, it is common for a single bug to potentially cause crashes in
multiple lines depending on the runtime environment. In such a case, we have to carefully design a
triage logic because some crashes may not be explicitly mentioned in the original bug report.
CVE-2016-9831 is a good example that illustrates this issue. The CVE database provides the

following description for CVE-2016-9831 [MITRE 2016d]:

“Heap-based buffer overflow in the parseSWF_RGBA function in parser.c in the listswf tool
in libming 0.4.7 allows remote attackers to have unspecified impact via a crafted SWF file."

Figure 3 presents the simplified buggy code. The program assigns an input integer value to
g->NumGradients at Line 3. However, the value is used in the loop condition without checking
the upper bound. This leads to out-of-bound accesses of array g->GradientRecords, which can
cause a crash in various locations. First, the original ASAN log from the CVE report [MITRE 2016d]

1While other papers often report the TTE of AFLGo for this bug by providing multiple target lines extracted from a stack

trace, we believe this is an unfair setting.
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1 void parseSWF_MORPHGRADIENT(FILE *f, SWF_MORPHGRADIENT *g) {

2 ...

3 g->NumGradients = readUInt8(f);

4 // no bound check on g->GradientRecords

5 for (i = 0; i < g->NumGradients; i++)

6 parseSWF_MORPHGRADIENTRECORD(f, &(g->GradientRecords[i]));

7 }

8

9 void parseSWF_MORPHGRADIENTRECORD(FILE *f, SWF_MORPHGRADIENTRECORD *r) {

10 r->StartRatio = readUInt8(f); // potential crash

11 parseSWF_RGBA(f, &r->StartColor);

12 r->EndRatio = readUInt8(f); // potential crash

13 parseSWF_RGBA(f, &r->EndColor);

14 }

15

16 void parseSWF_RGBA(FILE *f, SWF_RGBA *rgb) {

17 rgb->red = readUInt8(f); // crash location by the PoC input

18 rgb->green = readUInt8(f); // potential crash

19 rgb->blue = readUInt8(f); // potential crash

20 rgb->alpha = readUInt8(f); // potential crash

21 }

Fig. 3. Simplified code and patch for CVE-2016-9831.

Table 5. Performance comparison of using different sanitizer-based triage logic for CVE-2016-9831. The first

row checks whether the crash occurred exactly at Line 17, while the second and third row accept crashes

from more lines as CVE-2016-9831.

Median TTE (s)

Lines Checked AFLGo Beacon WindRanger SelectFuzz DAFL

17 1,418 1,069 487 1,777 1,218
17-20 167 177 174 218 103
17-20, 10, 12 159 155 155 200 93

contains a single crash at Line 17. However, depending on the memory layout at runtime, this
buffer overflow can also cause crashes in all the other lines of parseSWF_RGBA. Moreover, it can
even lead to crashes in Line 10 and 12 in a different function, which is not mentioned in the CVE
description. While we believe the crashes from these lines should be also classified as the same
target bug, other researchers may choose to strictly follow the CVE description and reject these
crash lines in their triage logic. To avoid such discrepancy, one must explicitly specify the logic
used for the sanitizer-based triage.

Table 5 confirms that this issue in the triage logic can make a significant difference in the TTE of
this bug. DAFL shows the average performance when we strictly check for Line 17, but becomes
the best-performing fuzzer when we additionally check for other lines.
Since there is no standard approach for sanitizer-based triage that can be applied to all bugs,

each researcher can write different triage logic, depending on one’s understanding of the bug. As
we have observed, such differences in triage logic can lead to different results in the evaluation.
Thus, we believe a paper should avoid simply mentioning the use of sanitizer log as its triage
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1 void d_print_comp(d_print_info *dpi, demangle_component *dc) {

2 d_component_stack self;

3 self.dc = dc;

4 self.parent = dpi->component_stack;

5 dpi->component_stack = &self;

6 d_print_comp_inner (dpi, options, dc);

7 ...

8 }

9

10 void d_print_comp_inner(d_print_info *dpi, demangle_component *dc) {

11 ...

12 switch (dc->type) {

13 ...

14 case DEMANGLE_COMPONENT_TAGGED_NAME:

15 d_print_comp(dpi, d_left (dc)); // call d_print_comp with left subtree of dc

16 d_print_comp(dpi, d_right (dc)); // call d_print_comp with right subtree of dc

17 ...

18 }

19 }

Fig. 4. Simplified code of CVE-2016-4491.

Table 6. Performance comparison of using different patches for patch-based triage for CVE-2016-4491. The

number in parentheses denotes the number of times each fuzzer found the target bug out of 160 repetitions.

Note that median cannot be computed if the fuzzer failed to find the bug for more than half of the times.

Median TTE (s) (Success Iterations)

Patch Used AFLGo Beacon WindRanger SelectFuzz DAFL

Incomplete [Wielaard 2016a] N.A. (16) N.A. (11) N.A. (14) N.A. (8) N.A. (63)
Complete [Wielaard 2016a,b] 1371 (158) 1393 (160) 3111 (159) 1754 (158) N.A. (71)

method. Instead, researchers must publicize the concrete logic used in the crash triage, to facilitate
cross-checks and public discussion within the research community.

5.2 Current Practice 2: Patch-based Triage

Another commonly used approach for triage is utilizing a patch of the target bug. If a patch for a
given bug is available, we can build a fixed version of the target program that does not contain the
bug anymore. In this case, if a crashing input of the original program does not crash the patched
version, we can conclude that the input triggers the target bug.

However, obtaining a correct patch for a given bug can be challenging in practice. Sometimes,
patches are incomplete and fail to fully remove the bugs. Moreover, developers occasionally write
a single patch that fixes multiple bugs at once [Böhme 2016b], as pointed out by Klees et al. [2018].
If the targeted bug is fixed by such a patch, we must split it to obtain a patch that only fixes our
target.

CVE-2016-4491 [MITRE 2016b] is an example that highlights the challenges in patch-based triage.
This CVE is a stack overflow bug due to an infinite recursion. As shown in Figure 4, d_print_comp
traverses a graph-like structure dc with recursive calls. The first patch [Wielaard 2016a] detects
a cycle in dc and terminates the program, but it turned out that this fix cannot prevent the stack
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1 void d_count_templates_scopes (int *num_templates, int *num_scopes, demangle_component *dc) {

2 ...

3 switch (dc->type) {

4 ...

5 case DEMANGLE_COMPONENT_DTOR:

6 d_count_templates_scopes (num_templates, num_scopes, dc->u.s_dtor.name);

7 break;

8 ...

9 }

10 }

Fig. 5. Simplified code of CVE-2019-9071.

overflow in d_print_comp completely. A subsequent patch [Wielaard 2016b] was applied afterward
to check for more conditions.

Table 6 presents the result of measuring TTEs for this bug with different patches used for triage.
When the initial incomplete patch is used for triage (first row), the result shows that most of the
generated inputs by the fuzzers are not classified as the target bug. However, if the complete patch
is used (second row), the measured TTEs of all the fuzzers are greatly reduced. This result indicates
that the complete patch can classify more crashes as the targeted one. Furthermore, the relative
ranking between fuzzers fluctuates depending on the patch used. When the incomplete patch is
used, DAFL seems to perform best, but with the complete patch, it turns out that AFLGo has the
shortest median TTE.
Moreover, even if we obtain a correct patch for the target bug, we should be aware of another

pitfall. When a crashing input can actually trigger multiple bugs, patch-based triage may lead
to a false negative. For example, one of the inputs we found can trigger CVE-2016-4491 in the
original program and trigger a different bug, CVE-2019-9071 [MITRE 2019], in the patched pro-
gram. As shown in Figure 5, CVE-2019-9071 is a stack overflow bug that occurs in the function
d_count_templates_scopes. When an input with a pathologically constructed mangled name is
given, d_count_templates_scopes recursively calls itself at Line 6 until the stack overflows.While
CVE-2016-4491 and CVE-2019-9071 are both stack overflow bugs, they occur in different functions
and have different root causes. If the triage scheme only checks whether the patched program
gracefully exits or not, we will fail to recognize that this input originally triggered CVE-2016-4491.
To cope with such inputs, we need to compare the two stack traces more carefully. For instance, we
may additionally check whether the crashing function has changed in the patched version.
In order to avoid such pitfalls, we must carefully choose and explicitly specify the patch that

completely and precisely removes the target bug. Moreover, as we have observed in the case of CVE-
2016-4491 and CVE-2019-9071, we must not only specify the patch but also share the end-to-end
process of triaging the bug with the patch.

5.3 Possible Solutions

As a possible solution, we suggest using a benchmark that comes with a triage logic. In general,
there are two types of benchmarks that can be used for directed fuzzing: (1) benchmarks with
explicit assertions and (2) synthesized benchmarks.

5.3.1 Assertion-based Triage. One possible solution is to use a benchmark with explicit assertions
for each target bug. For example, the Magma benchmark [Hazimeh et al. 2021] consists of a set of
known buggy programs whose bug conditions are manually annotated as assertions. Benchmarks
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with such assertions provide a clear and unambiguous triage logic for each bug. Consider the
previous example of CVE-2016-9831 in Figure 3. We can insert an assertion before Line 6 to check
whether the index i is less than the size of GradientRecords. If a test case makes this assertion fail,
we can consider that the targeted buffer overflow is triggered. Despite the difficulty of manually
inserting correct assertions for the target bugs, constructing such a benchmark can be a promising
direction for future research.

5.3.2 Synthesized Benchmark. Another possible solution is to use a synthesized benchmark. There
are two types of synthesized benchmarks: (1) benchmarks that inject synthetic bugs into an existing
program [Dolan-Gavitt et al. 2016; Pewny and Holz 2016; Roy et al. 2018; Zhang et al. 2022] and (2)
benchmarks that are synthesized from scratch [Lee et al. 2022]. The former type of benchmarks
may produce false positives when evaluating directed fuzzers. For instance, fuzzers may trigger
other bugs that already exist in the original program, which is independent of the injected bug.
Additionally, the process of injecting bugs might unintentionally alter the intended behavior of the
original programs, potentially introducing unintended errors. Thus, triage logic is still required to
distinguish the injected bug from other bugs. On the other hand, the latter type of benchmarks
can be a promising solution [Lee et al. 2023]. Since the program is synthesized from scratch, we
can guarantee that the synthesized benchmark contains only the target bug. Thus, directed fuzzers
only have to check whether it has triggered any bugs in the synthesized benchmark.

P2 Lessons learned. Both sanitizer-based and patch-based triages can mislead the evaluation
of directed fuzzers depending on the details of the triage logic. Thus, it can be a desirable
direction to use benchmarks with explicit assertions or synthesized bugs that provide explicit
triage logic. Furthermore, we argue that the whole triage process should be publicized for
consistent evaluation.

6 STATIC ANALYSIS TIME

In the previous section, we focused on triaging the crashes found in the fuzzing phase. Once the
targeted crash is found, we can obtain the TTE by measuring the time elapsed from the start of
fuzzing phase. However, only focusing on the fuzzing phase can be misleading when evaluating
the overall effectiveness of a directed fuzzer. Recall from Algorithm 1 that directed fuzzers require
a preprocessing step before the start of actual fuzzing. In this step, most of the directed grey-box
fuzzers run static analysis on the target program [Böhme et al. 2017; Canakci et al. 2022; Chen et al.
2018; Du et al. 2022; Huang et al. 2022; Kim et al. 2023b; Lee et al. 2021; Luo et al. 2023; Meng et al.
2022; Nguyen et al. 2020; Österlund et al. 2020; Srivastava et al. 2022].
The time spent on static analysis varies significantly among fuzzers2 and even can be longer

than the fuzzing time needed to expose the target bug. Unfortunately, such static analysis time is
often overlooked in the papers, with only a few exceptions [Kim et al. 2023b; Nguyen et al. 2020;
Shah et al. 2022].
Table 7 presents the static analysis time of the directed fuzzers we used for our experiment on

our 12 target bugs. Note that the static analysis time of WindRanger is negligible and omitted
here. The table indicates that static analysis time can have a significant impact on the performance
comparison between fuzzers. For instance, Table 8 specifically shows the two cases comparing
two fuzzers, AFLGo and Beacon. In both cases, AFLGo and Beacon perform similarly in terms of
pure fuzzing time. However, AFLGo takes significantly less time to statically analyze the target
program in the case of CVE-2016-4489, thus, outperforming Beacon when considering overall time.

2In contrast, the instrumentation times are mostly consistent across fuzzers.
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Table 7. Static analysis time on each target. The unit is in seconds.

Program CVE AFLGo Beacon SelectFuzz DAFL

cxxfilt

2016-4487 205 2676 173 16
2016-4489 203 4633 173 17
2016-4490 205 3900 173 16
2016-4491 207 4348 173 16
2016-4492 208 4355 173 17
2016-6131 210 3125 174 16

sw�ophp

2016-9827 342 7 75 7
2016-9829 331 9 76 7
2016-9831 337 10 76 7
2017-9988 334 12 77 7
2017-11728 345 7 77 7
2017-11729 345 14 76 7

Table 8. Performance comparison with and without consideration of static analysis time. )5 and )B0 denote

pure fuzzing time and static analysis time, respectively. Note that both are the median of 160 repetitions.

)5 (s) )5 +)B0 (s)

Target CVE AFLGo Beacon AFLGo Beacon

2016-4489 226 248 429 4881
2016-9831 264 254 601 264

Interestingly, the vice versa holds true in the case of CVE-2016-9831, where Beacon outperforms
AFLGo when considering overall time.

One may argue that static analysis time is not important because it is a one-time cost. However,
a program is often frequently updated to fix bugs or add new features. In such cases, static analysis
must be performed again to obtain accurate guidance for fuzzing. Therefore, static analysis time is
not always a one-time cost. Furthermore, our experimental results indicate that static analysis time
has a significant impact on the overall performance of fuzzers.

P3 Lessons learned. Static analysis time was often overlooked in previous work, yet has a
significant impact on the overall performance of fuzzers. We suggest that directed fuzzing
papers should include static analysis time in the report to provide readers with comprehensive
information about the usefulness of each fuzzer.

7 REPETITION AND STATISTICAL TEST

Previous sections have discussed the measurement of the TTE from a single run of fuzzer. However,
due to the random nature of fuzzing, it is necessary to run each fuzzing session multiple times. In
this section, we explore whether previous papers have properly conducted such repetitions and
analyzed the results.
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Table 9. The minimum, maximum, and median TTE of each directed fuzzer, in seconds. If a fuzzer failed to

find the target bug, we mark the maximum TTE as timeout (T.O.) and report the number of such timeouts in

parentheses. If the timeout occurred for more than half of the repetitions, we mark the median TTE as not

available (N.A.). Note that AFLGo failed to run with the target line for CVE-2016-4487.

Target CVE AFLGo Beacon WindRanger SelectFuzz DAFL

min - 11 30 7 7
2016-4487 max - 653 3,321 662 230

median - 116 474 102 43

min 19 22 28 13 26
2016-4489 max 1,382 2,185 816 594 535

median 226 248 98 154 222

min 6 6 16 9 5
2016-4490 max 242 242 676 175 39

median 69 62 154 48 13

min 666 850 498 646 33
2016-4491 max T.O. ( 2 ) 31,462 T.O. ( 1 ) T.O. ( 2 ) T.O. ( 89 )

median 1,371 1,393 3,111 1,754 N.A.

min 5 12 40 6 36
2016-4492 max T.O. ( 2 ) T.O. ( 1 ) T.O. ( 2 ) 11,442 T.O. ( 1 )

median 373 333 2,460 432 787

min N.A. 510 N.A. N.A. 4,825
2016-6131 max T.O. ( 160 ) T.O. ( 154 ) T.O. ( 160 ) T.O. ( 160 ) T.O. ( 159 )

median N.A. N.A. N.A. N.A. N.A.

min 49 64 13 48 41
2016-9827 max T.O. ( 3 ) T.O. ( 2 ) 3,112 3,756 9,079

median 1,571 1,282 555 664 240

min 65 370 251 98 22
2016-9829 max T.O. ( 111 ) T.O. ( 110 ) T.O. ( 19 ) T.O. ( 37 ) T.O. ( 46 )

median N.A. N.A. 7,876 17,159 335

min 7 21 16 9 19
2016-9831 max 9,409 4,377 1,888 1,764 2,562

median 264 254 199 297 126

min 30 76 20 39 9
2017-9988 max T.O. ( 1 ) T.O. ( 1 ) 3,762 24,912 T.O. ( 17 )

median 1,066 1,217 779 2,791 703

min 452 949 98 272 33
2017-11728 max T.O. ( 79 ) T.O. ( 85 ) 30,013 T.O. ( 74 ) T.O. ( 7 )

median 66,268 N.A. 1,231 53,877 282

min 102 219 13 39 10
2017-11729 max 23,936 T.O. ( 1 ) 2,068 T.O. ( 17 ) 2,209

median 2,458 2,759 126 2,044 69

7.1 Repetition of Experiment

It is well known that the performance of a fuzzer can vary from run to run, necessitating the
repetition of the experiment [Klees et al. 2018]. Accordingly, previous papers on directed fuzzing
have run each fuzzer multiple times and reported the median TTE. However, there has not been any
study on the number of repetitions required to obtain a reliable conclusion about the performance

Proc. ACM Softw. Eng., Vol. 1, No. FSE, Article 15. Publication date: July 2024.



Evaluating Directed Fuzzers: Are We Heading in the Right Direction? 15:17

1 2 3 4 5 6 7 8

Trials

0

50

100

150

200

M
ed
ia
n
T
T
E
(s
ec
)

20 repetitions per trial

1 2 3 4

Trials

0

50

100

150

200

M
ed
ia
n
T
T
E
(s
ec
)

40 repetitions per trial

AFLGo

Beacon

WindRanger

SelectFuzz

DAFL

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Trials

0

50

100

150

200

250

M
ed
ia
n
T
T
E
(s
ec
)

10 repetitions per trial

Fig. 6. The impact of repetition count on the stability of median TTEs for CVE-2016-4490. Each line plots how

the median TTE changes over the trials. The three graphs are obtained by using different repetition counts

(10, 20, or 40) per each trial.

of directed fuzzers. Our survey result in Table 1 shows that the number of repetitions employed
in the papers was 16 on average. Moreover, half of the papers performed 10 or fewer times of
repetitions.
However, our experiment indicates that such a small number of repetitions is not enough to

mitigate the randomness in directed fuzzing. First, we summarize our overall experimental results
with 12 target bugs in Table 9. We report the minimum, maximum, and median TTE computed
over 160 repetitions. Note that average and standard deviation cannot be computed if there is
any timeout (i.e., fuzzer failing to expose the target bug within the given time limit) among the
repetitions. According to the table, timeouts are common even for cases where the median TTE is
less than an hour. This implies the intense randomness of directed fuzzing.
We further investigate the result of CVE-2016-4490 to confirm that the current practices of

directed fuzzing evaluation indeed involve an insufficient number of repetitions. To avoid extreme
cases, we deliberately chose a target bug where no timeout was observed during the fuzzing.
In Figure 6, we present three graphs that partition the 160 repetitions into 16, 8, and 4 groups
respectively. That is, we reinterpreted our experiment into repeated trials, where each trial consists
of 10, 20, or 40 repetitions. Despite the fact that we have chosen a moderate case of CVE-2016-4490,
the median TTE of each trial varies significantly when the size of the group is 10 or 20. Moreover,
the relative ranking between AFLGo, Beacon, and SelectFuzz changes drastically from trial to trial.
While the degree of fluctuation will differ from bug to bug, it is obvious that many directed fuzzers
have chosen repetition counts that are too small.
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Fig. 7. Cactus plot that compares the performance of AFLGo and DAFL on CVE-2017-9988. X-axis denotes

the number of repetitions, and Y-axis denotes the TTE in seconds.

P4 Lessons learned. Due to the randomness of fuzzing, directed fuzzing papers perform a
repetition of experiments to mitigate the randomness. However, we found that the number of
repetitions performed in previous papers is not quite enough to mitigate the randomness. We
suggest that directed fuzzing papers should employ a higher number of repetitions (>20) to
obtain a reliable conclusion.

7.2 Statistical Test and Presentation

According to Klees et al. [2018], comparing the median or average is not enough for evaluating the
performance of fuzzers. Nowadays, the MWU test is taken as a de facto standard for interpreting
repeated fuzzing experiments [Arcuri and Briand 2014; Klees et al. 2018]. Previous work on directed
fuzzing also follows this practice and reports the p-value obtained from the MWU test [Böhme
et al. 2017; Du et al. 2022; Huang et al. 2022; Luo et al. 2023; Meng et al. 2022; Österlund et al. 2020;
Shah et al. 2022].
Unfortunately, it is often unspecified how the MWU test was performed in the presence of

timeouts. One possible naive approach would be using the timeout parameter (e.g., 24 hours in
our experiment) as the TTE of the repetition that failed to find the target bug [Böhme et al. 2017].
However, this can lead to an incorrect result because it uses TTE values that are smaller than
actual observations. Another possible approach is excluding the timed-out repetitions from samples.
However, this may also bias the result because the timeout itself is already a meaningful observation.
Either possible approach can lead to an erroneous conclusion because the MWU test is not designed
to handle censored data. Therefore, we suggest that MWU tests should be performed only when
there is no timeout. Surprisingly, most of the directed fuzzing papers that employed MWU tests do
not specify how timed-out cases were handled [Du et al. 2022; Huang et al. 2022; Luo et al. 2023;
Österlund et al. 2020; Shah et al. 2022].
As an alternative approach, we propose to use the standards from survival analysis [Klein and

Moeschberger 2003]. Survival analysis aims at estimating the time it takes for a specific event to
occur. In directed fuzzing, the exposure of a target bug is the event of our interest.
First, the cactus plot is a popular presentation method in survival analysis that plots the time

of events in ascending order. Figure 7 is a cactus plot that compares DAFL and AFLGo on CVE-
2017-9988. The cactus plot presents rich information about the distribution of TTEs that cannot be
captured in the median or p-value. Although DAFL has a smaller median TTE than AFLGo, it is
more susceptible to randomness at the same time. In particular, DAFL resulted in a timeout of 24
hours in 17 out of 160 repetitions, whereas the AFLGo only timed out once. Despite the wide usage
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of cactus plots in research on SMT solvers [Brain et al. 2017] or program synthesis [Lee 2021; Yoon
et al. 2023], none of the directed fuzzing papers have used it. We argue that cactus plots should be
adopted more widely in directed fuzzing evaluation.
For statistical tests, the log-rank test is used in survival analysis. Log-rank tests can accept

censored data, such as timed-out cases in directed fuzzing. It is important to note that the log-rank
test only supports the null hypothesis that two directed fuzzers are equally effective in discovering
the target bug. Therefore, cactus plots must be provided along with the result of the log-rank test,
if one wants to claim that one tool performs better than the other.
Interestingly, the log-rank test and MWU test yield totally different conclusions from the data

plotted in Figure 7. Log-rank test returns ? > 0.5 for its null hypothesis, implying that there is no
significant difference between the effectiveness of DAFL and AFLGo. Meanwhile, if we insist on
performing the MWU test by using 24 hours as a TTE value for timed-out cases, it returns ? = 0.014

for the null hypothesis that AFLGo outperforms DAFL. In general, it is not trivial to determine if
one statistical test is superior over another. However, in the specific context of directed fuzzing
evaluation, we argue that using a log-rank test and cactus plot is more appropriate for handling
the existence of timeouts.

P5 Lessons learned. Directed fuzzing papers employed statistical tests to interpret the result
from multiple repetitions of fuzzing experiments. However, the most commonly used statistical
test, the MWU test, is not suitable in the presence of timeouts. We suggest that directed fuzzing
papers should jointly use survival analysis, such as log-rank test and cactus plot, to present
the result.

8 RELATED WORK

The key idea of directed grey-box fuzzing (DGF) is to estimate the usefulness of generated test
cases in terms of reaching the given target location. AFLGo [Böhme et al. 2017] is the first DGF
that employs a CFG-based distance metric to evaluate the proximity of a seed to the target location.
Based on this estimation, AFLGo allocates more fuzzing resources to seeds that are considered more
useful in terms of reaching the target location. Since AFLGo, there have been numerous attempts
to effectively guide the fuzzers using sophisticated distance metrics [Canakci et al. 2022; Chen et al.
2018; Du et al. 2022; Lee et al. 2021; Nguyen et al. 2020; Österlund et al. 2020], static analysis on
program semantics [Huang et al. 2022; Kim et al. 2023b; Luo et al. 2023; Meng et al. 2022; Srivastava
et al. 2022], or search algorithms [Shah et al. 2022]. While DGF generally targets at most a few
targets, Savior [Chen et al. 2020] and FishFuzz [Zheng et al. 2023] bridge the gap between DGF
and general fuzzing by targeting all vulnerable locations in a program, which usually scale up to
thousands.
Due to the popularity of fuzzing, there have been several meta-science studies and surveys on

fuzzing [Klees et al. 2018; Mallissery and Wu 2023; Manès et al. 2021; Wang et al. 2020]. Especially,
Klees et al. [2018] performed a thorough study on how to evaluate fuzzers, focusing on the proper
experimental configurations for fuzzing. Meanwhile, we focus on the unique characteristics of
directed fuzzing and discuss the pitfalls specific to evaluating directed fuzzing. Wang et al. [2020]
performed a survey on directed fuzzing, as Manès et al. [2021] did on fuzzing in general. Wang
et al. [2020] categorized previous work based on the fuzzing methodology, but their discussion on
directed fuzzing evaluation was limited. Our work is unique in that we provide a detailed discussion
on the evaluation of directed fuzzing.

There exists previous work on crash triage as well [Arnold et al. 2007; Bartz et al. 2008; Kim et al.
2011; Runeson et al. 2007; Wang et al. 2008]. The triage process may utilize the execution trace of
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the crashing program [Arnold et al. 2007; Bartz et al. 2008], or utilize the bug report written by
the users [Runeson et al. 2007; Wang et al. 2008]. The main purpose of previous work on crash
triage was to identify the severity of a crash or group similar crashes to help developers fix them.
In contrast, the crash triage performed in directed fuzzing evaluation aims to identify whether a
given crash corresponds to the target bug or not. Thus, more precise decision is required in the
crash triage for directed fuzzing evaluation.
Various benchmarks have been proposed to evaluate fuzzers, ranging from a collection of real-

world bugs [Google 2021; Hazimeh et al. 2021; Metzman et al. 2021] to a framework for injecting
synthetic bugs [Dolan-Gavitt et al. 2016; Görz et al. 2023; Lee et al. 2022; Pewny and Holz 2016; Roy
et al. 2018; Zhang et al. 2022]. However, a benchmark for directed fuzzing evaluation should not
only contain a target bug description. Ideally, it should also contain the information on the specific
target site and concrete criteria for crash triage. Only after so, the evaluation is truly reproducible
with the benchmark.

9 CONCLUSION

In this paper, we address the potential pitfalls in the evaluation of directed fuzzers and propose
guidelines to mitigate them. First, target bug specification and crash triaging are two important
parts of the evaluation, yet not many papers have provided enough details on how they were
performed. The ideal solution for target bug specification and crash triaging is clear, provide the
root cause of the bug to specify the target and use a benchmark with ground truth bug for the crash
triaging. However, in order to achieve this, we need more discussion and study on the evaluation
process by open-sourcing the evaluation process. Second, we have discussed additional issues
specific to the evaluation of directed fuzzers. For directed fuzzing evaluation, we must consider the
static analysis time to correctly assess the usefulness of the fuzzer, set the number of repetitions
robust to the randomness of the fuzzer, deal with timeout with the right statistical test. All of
our claims are supported by empirical studies with a total computational effort equivalent to 30
CPU-years. We hope that our study will help the research community to conduct more transparent
and reproducible evaluations of directed fuzzers.

10 DATA AVAILABILITY

We open-source the scripts and the data used in this paper on Zenodo [Kim et al. 2024].
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